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Chain of Thought Style Prompting Methods for Text-to-SQL Parsing

### SQLite SQL tables, with their properties:
#
# allergy_type (allergy, allergytype)
# has_allergy (stuid, allergy)
# student (stuid, lname, fname, age, sex, major, advisor, city_code)
#
### Show first name, last name, age for all female students. Their sex is F.

Model Input (API Doc Format)

Expected Model Output with Different Prompting Methods

Single-Pass Prompting Iterative Prompting

A. Chain-of-Thought

# This query chooses the records from the student table, followed by a WHERE clause 
that selects records where the sex column is equal to F. It then selects the fname, lname, 
and age columns

# Thus, the answer for the question is: Show first name, last name, age for all female 
students. Their sex is F.
SELECT fname, lname, age FROM student WHERE sex = ‘F’

C. QDecomp (Ours)

1. Show first name, last name, age for all students.
2. Show first name, last name, age for all female students. Their sex is F.

# Thus, the answer for the question is: Show first name, last name, age for all female 
students. Their sex is F.
SELECT fname, lname, age FROM student WHERE sex = ‘F’

D. QDecomp + InterCOL (Ours)

1. Show first name, last name, age for all students.
SQL table (column): student (fname, lname, age)
2. Show first name, last name, age for all female students. Their sex is F.
SQL table (column): student (sex)

# Thus, the answer for the question is: Show first name, last name, age for all female 
students. Their sex is F.
SELECT fname, lname, age FROM student WHERE sex = ‘F’

B. Least-to-Most Prompting

Problem Reduction:

Problem Solving:

LLM

# To answer the question “Show first name, 
last name, age for all female students. Their 
sex is F.”, we need to know: “Show first 
name, last name, age for all students.”

<Model Input>

Summary of Experiments and Results

<Model Input>

Q: Show first name, last name, 
age for all students.

A: SELECT fname, lname, 
age FROM studentLLM

A: SELECT fname, lname, 
age FROM student WHERE 
sex = ‘F’

<Model Input>

Q: Show first name, last name, 
age for all students.
A: SELECT fname, lname, 
age FROM student

Q: Show first name, last name, 
age for all female students. Their 
sex is F.

LLM

Experimental Setup

● Large Language Model: Codex (01/2023 - 03/2023)

● Datasets: Spider, Spider-Realistic, GeoQuery, IMDB, Yelp

● Evaluation Metrics: Test-Suite Accuracy, Execution Accuracy

Results

● What matters for applying CoT prompting to text-to-SQL parsing?

○ Iterative prompting (e.g. least-to-most) may not be necessary

○ Detailed reasoning steps may lead to error propagation

● How to test and design new prompting methods for text-to-SQL parsing?

○ Prompting methods are sensitive to in-context examples selection strategies

○ The format and number of in-context examples may not change the relative 

performance significantly


